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Abstract In some works on the lattice Monte Carlo simu-
lation of amphiphilic systems additional peaks in the cluster
size distribution has been interpreted as a clue for the phase or
shape transition of micellar aggregates. On the other hand,
some other works showed that the additional peaks are a
result of finite size of the lattice box. In this paper using calcu-
lating energy-auto-correlation function and statistical error in
correlated data, it is shown that how these apparently contra-
dictory results are the same. To do this, we have simulated
a pure system containing amphiphile and water molecules.
A simple model of potential containing the main feature for
these systems (the hydrophobicity of surfactant molecules)
that cause the aggregates to be formed is considered to avoid
any synthetic results due to additional non-real parameters.
To relax the initial configuration faster, configurational bias
Monte Carlo move is used in addition to reptation move. Per-
iodic boundary condition and self-avoiding walks are used
as former published works in this field. It is shown that the
additional peaks is a result of the statistical errors for avera-
ged cluster size distribution and can not be interpreted as a
clue for shape or phase transition.

1 Introduction

Nowadays simulation techniques are extensively used to
investigate the molecular behavior of different systems [1-3].
Among different simulation techniques introduced in the lite-
rature, only coarse-grained bead type model has been used
for micelle formation and related phenomena. Because of
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the long time scales involved in self-assembling systems, the
computational requirements for equilibrating more realistic
models are too demanding.

Using these simple models, it has been discussed that how
micelles are formed and what are the effective parameters on
them [4,5]. Furthermore, simulation can be used to study
the phase behavior of surfactant systems [6—8] and to test
the results of different theories in this field [9]. Although
one can use different simulation methods such as lattice and
off-lattice Monte Carlo [10-12], Molecular Dynamics [13],
Dissipative Particle Dynamics [14] and Brownian Dynamics
[15], but one point is common: Are the results reliable?

Bernardes and his coworkers have discussed the relia-
bility condition for a lattice Monte Carlo simulation for a
pure micelles system [16]. They have shown that four factors
must be checked for any simulation of lattice Monte Carlo
containing finite size effect, meta-stability, control of relaxa-
tion time, and correlations between snapshots considered for
ensemble averaging. They have checked finite size effect
through investigating the behavior of the monomer concen-
tration versus total concentration at different lattice sizes,
meta-stability by monitoring the convergence of energy for
two different initial configurations (random or high energy
configuration and ordered or low energy configuration),
relaxation time by relaxing the total energy of the lattice
and correlation by an approximate manner without calcula-
ting any auto-correlation function. On the other hand, Nelson
et al., for the first time, introduced the finite size effect on the
distribution of cluster sizes in the lattice model. They inves-
tigated the finite size effect on the behavior of cluster size
distribution for the pure system of H>T; in a face-centered
cubic lattice. They have shown that at small lattices the clus-
ter size distribution can be biased by the presence of addi-
tional peaks. These peaks disappeared at larger lattices [17].
This is in contradictory with some other simulation works of
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oil-water—surfactant [ 18—20] or pure ones [21] that interpret
the additional peaks as a shape or phase transition.

In the present work, we have conducted much more new
runs with the same simulation details as our previous publi-
shed work in this journal [21]. Taking two head beads (H»)
and four connected tail beads (T4) to the heads, we have che-
cked the correlation between snapshots taken for ensemble
averaging by the energy auto-correlation function. In addi-
tion, statistical uncertainty of each data on the cluster size
distribution has been calculated using standard methods has
been defined in the literature.

This paper is organized as follows. We first describe the
details of the model used in this research. Then we present
the results of the new runs and compare them to our previous
results published in this journal.

2 Model

The details of the model and the computation method are
similar to our previous paper with some changes for the calcu-
lations of energy auto-correlation function. The data analysis
is done after each simulation run. The simulations have been
conducted on simple cubic lattice (50 x 50 x 50) with perio-
dic boundary conditions in all of the directions and excluded
volume to mimic the box of the simulation to the bulk of
the solution. A chain containing four tail beads connecting
to the two head sites (similar to the water beads) is used as
a non-ionic asymmetric amphiphile (H,T4). A water mole-
cule occupies only one site. In arandom initial configuration,
amphiphile molecules are placed in the lattice by random, and
then the remainder of the lattice is filled by the water. In an
order initial configuration, amphiphile molecules are placed
in the lattice by order, and then the remainder of the lattice is
filled by the water. So, in all of the configurations there is not
any vacancy. A bead in the lattice can interact with six sites,
in other words, the nearest sites are considered for interac-
tion. So, diagonal sites that are far from the cutoff range are
not considered. A bead in a chain is not considered to interact
with the beads connected directly to it in the same chain.

The model, similar to the Nelson’s model, considers only
repulsive interactions between unlike sites without any attrac-
tive terms as follows,

E =¢/kpgT (nTH + nTw), (1)

where ¢/kpT is dimensionless interaction parameter that
can be related to Flory—Huggins parameter x through x =
ze/kpT [22]. T, H, and W are symbols represent tail, head,
and water sites, respectively. One can consider different
models for self-assembling of amphiphile molecules but the
potential model considered here is the simplest one.
Because in some cases reptation is not an ergodic [17]
move, we use reptation in conjunction with configurational
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bias Monte Carlo (CBMC) defined by Siepmann and Frenkel
[23]. In reptation move, one end unit of a chain is selected
randomly, and is moved to its nearest neighboring site. Then,
the second unit, which is attached to that end unit, is moved
to the site formerly occupied by the end unit. The third unit
is moved to the site formerly occupied by the second, and so
on. A reptation move should not cause a chain to be severed.
A move is chosen such that the self avoidance and mutual
avoidance conditions are not violated. The probability of
acceptance of a reptation move is calculated according to
the standard Metropolis algorithm [24]. The Metropolis pro-
bability is given by:

P = min(1, exp(—BAE)), (2

where AE is the difference in the total internal energy bet-
ween the trial and old configurations. If a move is not accep-
ted, the old configuration is maintained and a new move is
tried.

Configurational bias Monte Carlo move is used to relax the
system faster. This move is based on the following algorithm:

1. One chain is chosen at random for removal.
The Rosenbluth weight (W) for this chain is then cal-
culated by counting the number of solvent sites (z;(i))
around the next bead to be removed. For the chain that is
being removed this factor is represented by W14, which
is defined as:

NG
Waa= [] =, 3)

i=m—1 <

where m is the chain length, and z is the coordination
number of the lattice which is equal to 6.

The product in Eq. 3 represents the total number of pos-
sible configurations of deleted chain. For deletion of the
chain, the end segment is deleted, but it is not considered
in the above product because, after it has been deleted
we do not have any segment left to calculate its choices.

3. Alattice site is chosen at random for growing the remo-
ved chain.

4. The chain is grown. After setting each site in its place
on the lattice, the possible ways that the next site can be
placed are calculated. By this method, the Rosenbluth
weight (W) for this chain is calculated:

n—1

Whew = H ZS_(Z) (4)

i=1 <

If z; (i) becomes zero for any of the sites, then the system is
returned to its old state and the configuration is not altered.
Detailed balance is maintained by using the ratio of the two
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Rosenbluth weights in the acceptance criterion:

P,cc = min [1, Vv“’/mw exp(—ﬂAE)]. (@)

old
We used reptation and the CBMC move with equal probabi-
lity for both surfactant and oil molecules.

During the simulation, we calculate monomer number
density, X1, cluster number density with an aggregation num-
ber n, X,,, and the distribution of monomers in different clus-
ters, nX,,, that is referred in the literature to as the cluster size
distribution. It must be noted that these definition (number
density) are different from our previous definition for concen-
tration (mole fraction). For above parameters the following
definitions are used:

number of monomers(N)
] = . . 9
total sites of the lattice(L3)

(6)

__number of aggregates containing n amphiphiles(N,)
" total sites of the lattice(L3)

(7

where, for our previous definition of mole fraction, the deno-
minators in above equations were total number of molecules
in the box of simulation. In some cases, the total concentra-
tion of surfactant is represented by the volume fraction (v_s).
The volume fraction for surfactant molecules is defined as:

total sites of amphiphile molecules
total sites of the lattice(L3)

®)

v_§ =

To study the effect of correlation between the snapshots taken
for the ensemble averaging, we have calculated the energy
auto-correlation function. The energy auto-correlation func-
tion is defined as

(E(t + D E@®) — (E®))?
(E2()) — (E(1))?

A(r) = 9

where A(t) is the correlation between snapshots at time ¢
and ¢ + 1. It is clear that the maximum of correlation takes
place at r = 0 and the minimum of it is zero at snapshots
that are independent of each other. E(¢) is the total energy of
the lattice at time ¢ and E (¢ 4 7) is the total energy for time
t + t; (---) refers to the averaging over snapshots. It must
be noted that to get a smooth curve, very large snapshots
should be taken, i.e., very long run should be done. Error
estimates on averages of correlated data have been done using
the blocking method of Flyvbjerg and Petersen [25]. In this
method in each blocking period the data set transforms into
new set with half of the length of the old set. New data in new
set are calculated by averaging two near data in the old set. It
has been shown that under this blocking transformation, the
variance is invariant [25], they have shown that the following
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Fig. 1 Convergence of the total energy for two different initial confi-
gurations (highly random and highly order initial configurations) at
volume fraction of 0.04 for the mixture of Hy T4 and water. This is sug-
gestive that there is no strong metastability with a timescale longer that
the simulations considered here

relation is true for the variance in the block transformation,

o2 (%) > < © > (10)

n—1
where x is average of n measurements of some fluctuating
quantity, and cp is defined as follows,

- _ _
co = ;Z(xk — X)(xk — X) (I
k=1

starting with a data set xq, x, ..., Xy, co/(n — 1) is com-
puted, and used as estimate of (co/(n — 1)). Then, the blo-
cking transformation is used to produce a new data set of
xp, x5, .. .x;l,. As the old set, c/(n" — 1) is computed, and
used as estimate of (c(/(n’ — 1)). This process is repeated
until n’ = 2. (Please refer to the Ref. [25] for more informa-
tion)

3 Results and discussion

The results are for the mixture of water and nonionic lat-
tice surfactant (H,T4) with concentration of v_s = 0.04.
The convergence of the total energy for two different ini-
tial configurations shows that there is not any meta-stability
in the system. This convergence has been shown in Fig. 1.
Figure 2 shows monomer number density (X1) versus total
volume fraction of surfactant (v_s) for different lattice sizes
to investigate any size effect. According to Bernardes et al.
[16], there is not any size effects for the lattice of size of 50.

We have shown in our previous papers that the cluster size
distribution for pure and mixed systems of surfactant has just
one micelle peak [9,21,26,27]. In the canonical ensemble the
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Fig. 2 Monomer number density (X) versus total volume fraction
(v_s) for HyT4 at = = 0.7 for different lattice sizes. This figure
shows that for lattice sizes of 50 there is not any size effect

equilibrium state is fulfilled when Helmholtz free energy of
the system is minimized. This minimum condition provides
the equilibrium population distribution of the aggregates in
solution. To derive the distribution, the method of undetermi-
ned multipliers containing the constraintof N = > 7> | nN,
can be used in which N is the total surfactant molecules and
N, represents number of aggregates with aggregation num-
ber n. So, the equilibrium condition leads to the following
equations:

/J,n an’l/] (12)

chemical potential p,, can be related to the activity through
Mn = M, + kpT Ina,. This equation can be written as
a, = ajexp(—pB(u, — nui)). If we suppose that inter-
aggregate interactions are absent, the above equation can be
written as x, = x1 exp(—B(u, — nuy)). The generic form
assigned to (u, —nu?7) is the following (at least for nonionic
surfactant)[22]:

,ufl—n,u‘l’:om% —,Bn—f-yn%, (13)

where o, B and y are positive parameters that depend on tem-
perature and the molecular structure of surfactant. Ben-Naim
and Stillinger [28], Goldstein [29] and, Ruckenstein and
Nagarajan [30] have considered different form of above equa-
tion and proved that in the cluster size distribution there is
only one peak for micellar aggregates at the concentration
above critical micelle concentration.

Besides theoretical works, some simulations have been
devoted to this important problem. Nelson et al. [11,17] have
shown that finite size effect of the system can bias the cluster
size distribution to have multiple peaks [11,17]. On the other
hand, some other simulation works in the mixed system of
oil-water—surfactant have interpreted the additional peaks in
the cluster size distribution (peaks beyond the micelles peak)

@ Springer

Q2

0 200 400 600 800
MC Steps/50000

1000

Fig. 3 Auto-correlation function, A(t), as a function of Monte Carlo
steps. The best equation fitted to this figure is A(r) = 0.75e~0-037%,
After 27 = 2 x 27 x 50, 000 = 2.7 x 10° Monte Carlo steps, there is
no any correlation between snapshots. For getting correct cluster size
distribution, Monte Carlo steps between snapshots taken for ensemble
averaging must be at least 2.7 x 10° steps

as phase or shape transitions [18-20]. In this paper, we show
that the additional peak in the cluster size distribution for
H;, T4 at volume fraction of 0.04 in our previous paper is a
result of statistical uncertainty in ensemble averaging.

At the first glance, it seems that the correlation between
snapshots taken for ensemble averaging may have bias effects
on the cluster size distribution. So, firstly we show the effect
of correlation on the cluster size distribution without any
statistical error for the averages, and then it is shown that the
additional peaks in cluster size distribution are in the range of
statistical uncertainty and can not be accepted as true peaks.

To show the effects of correlation, simulations were run
in a lattice size of 50 (which does not show any size effect)
one time without the correlation between snapshots and the
other time with significant correlation between snapshots in
ensemble averaging. To do this, the number of snapshots
taken for the ensemble averaging, is considered on the basis
of energy auto-correlation function of Fig. 3. Figure 4 shows
the final configuration of the box of the simulation for the sys-
tem at volume fraction of 0.04. This figure shows the aggre-
gates are not spherical, i.e., they undergoe shape transitions.
Figs. 5 and 6 show the results of cluster size distribution for
the above system with and without correlation, respectively.
From these results, the reader may conclude that this is the
correlation biases the cluster size distribution.

On the other hand, Figs. 7 and 8 show the cluster size
distribution for the system of Figs. 5 and 6 with considering
statistical errors calculated by blocking method. As is clear
in these figures, the additional peak for Fig. 7 is in the range
of the statistical uncertainty.

In a pure system (mixture of a surfactant and water almost
in the literature known as a pure system), Nelson et al. have
fitted the cluster size distribution to simple theories which
assume the micelles are spherical and cylindrical. The
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Fig. 4 Final configuration of the box of simulation. As is clear at
volume fraction of 0.04 of H,Ty4, some aggregates have cylindrical
shapes

aggregation distribution is split into two components Cy =
le, + Cf, where C]f, is the volume fraction of surfactants
in spherical micelles of aggregation number N and le, is
the volume fraction of surfactants in cylindrical micelles of
aggregation number N. The main peak in the distribution is
fitted to a Gaussian distribution for spherical micelles:
—(N — M)Z)

(14)

ij, =Cy exp( Y

where, M is the most probable aggregation number for the
spherical micelles with peak height Cjs and o is the width of
the Gaussian distribution. The long tail in the distribution is
fitted to an exponential distribution for cylindrical micelles
of the form

C§ = Bexp(—aN) f(N), (15)
where f(N) is a matching function of the form
0 N<M

Cu—Cy N M (16)
Cu

J(N) =

The matching function has a value of unity at large aggre-
gation numbers and smoothly takes the cylindrical micelle
distribution to zero at an aggregation number of M, at values
lower than M there can be no cylindrical micelles by defini-
tion. They concluded that as the surfactant concentration is
increased the distribution becomes broader, with the excess

n

Fig. 5 Cluster size distribution for HyT4 with correlation between
snapshots. In this figure, number of snapshots is equal to 1,024, and
the total Monte Carlo steps after relaxation is equal to 3 x 108. So,
the Monte Carlo steps between two snapshots is approximately equal
to 3 x 10° which is less than 27 and causes the correlation between
snapshots
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Fig. 6 Cluster size distribution for H, T4 without any correlation bet-
ween snapshots. In this figure, number of snapshots is equal to 512, and
the total Monte Carlo steps after relaxation is equal to 1.9 x 10°. So,
the steps between two snapshots is equal to 4.45 x 10° which is greater
than 27and omit any correlation between snapshots

surfactant moving into the long cylindrical tail of the distri-
bution.

We have repeated the above theory used by Nelson et al.
for our system. Figure 9 shows the cluster size distribution
and the functions have been used to fit our results. This figure
indicates that a shape transition only changes the distribution
to be broader and do not make any additional peak in the
cluster size distribution. This result is similar to the result of
Nelson et al., and is a confirmation to the error effects in the
cluster size distribution.
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Fig. 7 Cluster size distribution with the errors calculated by blocking
method for H>T4 with the conditions as Fig. 5
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Fig. 8 Cluster size distribution with the errors calculated by blocking
method for H,T4 with the conditions as Fig. 6

4 Concluding remarks

In this paper we showed that the additional peaks are results
of statistical uncertainty for the averaged cluster sizes. Also
it was shown that the reduction of correlation can reduce the
statistical error for ensemble averaging. Simulations showed
that the shape transition changes the shape of the cluster size
distribution to be broader, and the presence of additional peak
in the cluster size distribution can not be interpreted as a clue
for the shape or phase transition.
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